
Computational Materials Science 247 (2025) 113538 

A
0

Contents lists available at ScienceDirect

Computational Materials Science

journal homepage: www.elsevier.com/locate/commatsci

Full length article

Size scalability of Monte Carlo simulations applied to oxidized polypyrrole
systems
Greg Helmick, Yoseph Abere, Estela Blaisten-Barojas ∗

Center for Simulation and Modeling (former Computational Materials Science Center), George Mason University, Fairfax, VA 22030, USA
Department of Computational and Data Sciences, George Mason University, Fairfax, VA 22030, USA

A R T I C L E I N F O

Keywords:
Polypyrrole
PPy
Metropolis Monte Carlo simulation
Coarse grained force field
Glass transition temperature
CPU–GPU

A B S T R A C T

Oxidized polypyrrole (PPy) is a conducting polymer with diverse applications such as supercapacitors, sensors,
batteries, actuators, neural prosthetics, among others. PPy is most commonly synthesized for the specific
application yielding low molecular weight oligomers that form amorphous polymer matrices. Hence, molecular
simulation analyses are challenging. This work generalizes the recently proposed coarse grained force field
(CGFF) for halogen oxidized PPy in the condensed phases and introduces a novel implementation of the
Monte Carlo (MC) simulation based on the CGFF that enables simulations of polymer systems with more than
100000 particles. The MC implementation utilizes a combination of CPU and GPUs and exploits a numerical
approximation based on polynomial piecewise interpolation for the calculation of the CGFF pairwise additive
terms. The MC simulations evidence that the oxidized PPy thermodynamic and structural properties are
consistent as the system size is scaled up. Predicted properties include density, enthalpy, potential energy, heat
capacity, coefficient of thermal expansion, caloric curve, glass transition temperature range, compressibility,
bulk modulus, radial distribution functions, and polymer chain characteristics. The oxidized PPy samples
display oligomer chain stacking that persists with temperatures up to the glass transition. Simulated properties
are consistent with experimental observations when available and predict trends in all other cases.
1. Introduction

The discovery of conjugated organic polymers with conducting and
semiconducting properties in the 1970’s allowed the development of
novel applications for the new family of polymers, commonly termed
organic metals [1]. Oxidized polypyrrole (PPy) is one of these organic
metals with multiple applications including super capacitors, sensors,
batteries, coatings, actuators, neural prosthetics, and drug delivery
among others [2–5]. Polypyrroles synthesize readily either chemically
or electrically as well as being low cost [6,7]. These attributes make PPy
an empirically well portrayed polymer [8,9]. A specific characteristic
of oxidized PPy is that synthesis protocols produce short oligomers of
low molecular weight between 522–1173 u [10,11]. Hence, oxidized
PPy polymer matrices are formed by packing these short oligomers
and the oxidizing dopants. The donor–acceptor oxidation mechanism
occurs between the oligomers and the dopants yielding n- or p-type
semiconductors depending upon the oligomers donating electrons or
acquiring them. Chemically, within oxidized PPy the oligomers acquire
the quinoid phase in which there is a double carbon–carbon bond
between the repeating pyrrole units (monomers) along the conjugated
backbone, while the benzenoid phase establishes at reduction [12–14].
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E-mail address: blaisten@gmu.edu (E. Blaisten-Barojas).

Based on such peculiarity, the oligomer chains are rigid and planar
resembling flat sticks favoring chain stacking into columnar or lamella
formations within the polymer matrix [15]. The conduction property
of the oxidized PPy systems is based on polarons or bi-polarons, quasi-
particles existing due to an alternation of regions with more or less
localized charge along the oligomers backbone [16]. When dopants
are eliminated from the oxidized PPy matrix, the oligomers neutralize,
their chemical phase reverts to be benzenoid, the oligomers acquire
flexibility, and the polymer matrix becomes an insulator. Macroscop-
ically, upon reduction, the polymer matrix increases its volume up to
30%–35% [12,17].

With the empirical discovery of these structurally complex materials
composed of many oligomer chains and the oxidizing dopants used
in each synthesis scenario, efficient simulation methods become nec-
essary for predicting their thermodynamic, mechanical and electronic
properties at the nanoscale. Although density functional theory (DFT)
may provide an excellent quantum approach for systems containing
hundreds to a very few thousands of atoms, it is still limited to sys-
tems typically containing less than 1000 atoms [18]. To circumvent
these limitations, the classical approach involves either, all-atom (AA)
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or coarse-grained (CG) classical force fields (FF) based on analytical
models of the multiple interactions occurring in a system. CG models
proclaim the ability of scaling up to larger systems of particles [19] to-
gether with enabling simulations of more complex molecular processes
than AA models [20]. Currently, molecular dynamics (MD) and Monte
Carlo (MC) are capable of incorporating AAFF or CGFF for simulation
studies of the mechanical, thermodynamical, and selected structural
properties of particle systems. Nonetheless, the existing AA force fields
are parametrized on empirical properties of families of molecules, while
the CGFF require a parametrization tailored to how the CG particles are
constructed for each specific undertaken study.

Algorithmic improvements are crucial in all areas of high per-
formance computing (HPC) whether targeting CPU, GPUs (graphics
processing units) or a combination of the two [21,22]. Nowadays GPUs
have become a staple of HPC environments and are incorporated in
existing MC [23,24] and MD [25–27] implementations due to their high
degree of parallelism [28] and yet addressing the stringent power cap
and wire delay imposed by the hardware [28,29]. These advances in
hardware and algorithms enable the simulation of systems of increasing
complexity, size, and longer timescales [30,31].

In this work, we systematically investigate two directions that gen-
eralize our previous CGFF for reduced polypyrroles [32,33], further
parametrized for PPy with chlorine (Cl) as the oxidizing agent [34],
with system properties obtained by employing our custom Monte Carlo
package that enabled the simulations of a small size PPy system con-
taining 64 oligomers and 256 atomic dopants [34]. The first direction is
broadening the application domain of the CGFF to be parametrized for
three additional halogen dopants, fluorine (F), bromine (Br), and iodine
(I). Additionally, our previous analytical description of the CGFF for
PPy with oxidizing Cl dopants [34] is slightly modified to contain one
parameter less. The second direction is the performance enhancement
of the custom MC simulation implementation, enabling a substantial
scaling up of the simulated system size to contain more than 100 000
particles.

The organization of this work is as follows. Section 1 gives an
introduction about polypyrroles and polymer simulations employing
Monte Carlo approaches. Section 2, Model and Methods, is partitioned
into two subsections. Section 2.1 provides a description of the oxi-
dized PPy system and the CGFF components with the mathematical
expressions listed in Appendix A, together with the adopted formulae
reducing the number of parameters. Section 2.2 entails an overview
of the Metropolis Monte Carlo method, including a description of the
custom workflow implemented in the simulations. Section 3, Results,
is subdivided in three parts. Section 3.1 provides outcomes concerning
the parametrization of the CGFF for the various dopant types, F, Cl, Br,
and I. Section 3.2 expands on the novel implementation of the MMC in
the isobaric–isothermal ensemble (NPT) on hybrid CPU–GPU computer
platforms that enables scaling up the size of the system. Meanwhile,
Section 3.3 describes results obtained applying the advances in the two
previous subsections for calculating numerous oxidized PPy thermody-
namic and structural properties. Section 4 outlines a few perspectives
and Section 5 concludes this article. The Appendix B contains the
Supplementary Information (SI), which brings forth multiple pertinent
details.

2. Models and methods

2.1. The Coarse-Grained Force Field (CGFF)

Oxidized PPy samples contain both, PPy oligomers and oxidizing
dopants, with a given relative concentration. Within the CGFF, each
oligomer is represented by a short necklace-like chain of soft coarse
grained (CG) spherical particles, where each CG particle represents the
pyrrole monomer (Py) (C4H2NH) [34]. The CG particle mass is the Py
monomer mass of 65.07 u, which occupies a volume large enough for
accommodating the 5-member molecular ring. Additionally, each CG
2 
Fig. 1. Visual rendering of the 12-Py heterocyclic oligomer in the quinoid phase (top)
with a schematic representation of its coarse grained view (bottom). The charge on
each CG monomer is termed 𝑞 and the dipole moment 𝜇 is depicted with a yellow
arrow.

particle has a point charge 𝑞 and a dipole moment 𝜇 anchored at the
sphere center; the latter points in the direction of the N atom. The
oligomer end monomers have one extra H atom. These CG particles
require six degrees of freedom to be moved, three translations and
three rotations in a 3-D Euclidian space. The halogen dopants, F, Cl,
Br or I, are represented as harder spheres with a point charge 𝑄 at
their center requiring three translational degrees of freedom to be
moved around. Throughout this work the CG particles are termed
monomers and dopants. The oxidized PPy systems considered contain
oligomers formed by twelve monomers with molecular weight of 782.9
u, termed 12-Py. Fig. 1 illustrates the all atom 12-Py oligomer and
its CG representation. To simulate the condensed system, an almost
cubic computational box is modeled containing N𝑝𝑦 oligomers and
N𝑑 𝑜𝑝 dopants. A small system with 64 oligomers and 256 dopants is
built by stacking Lego-like orthorhombic prisms with face-centered
sites occupied by the centers of mass of four oligomers, each of them
decorated with four dopants. The initial density of such system is
around 1000 kg/m3, it is first minimized and next NPT equilibrated
at 600 K, 1 atm by a series of MMC long simulations. Systems of
increasing size are supercells obtained by stacking replicas of the 600
K equilibrated system organized as described in Table SI.1 of the SI.
Periodic boundary conditions in the three dimensions of these systems
are employed throughout. Our study entails four different oxidized PPy
samples, each of them containing the 12-Py oligomers and either one
of the F, Cl, Br or I halogen dopants, with a relative concentration
monomer:dopant of 3:1.

The CGFF is composed of two analytical terms modeling the poten-
tial energy of the full oxidized PPy system: U𝑡𝑜𝑡𝑎𝑙 = U𝑖𝑛𝑡𝑟𝑎 + U𝑖𝑛𝑡𝑒𝑟 [34].
The U𝑖𝑛𝑡𝑟𝑎 term includes interactions within the oligomer chain, exclu-
sively. Meanwhile, the U𝑖𝑛𝑡𝑒𝑟 term encompasses interactions between
dopants, between monomers in one oligomer with all other monomers
of different oligomers, and between monomers with dopants. Appendix A
provides the analytical expressions of U𝑖𝑛𝑡𝑟𝑎 and U𝑖𝑛𝑡𝑒𝑟 in Appendices A.1
and A.2, respectively. This CGFF has 22 parameters. Twelve of those
parameters are unique to U𝑖𝑛𝑡𝑟𝑎, their values were evaluated pre-
viously [34] and are listed in Table A.1. Values of those twelve
parameters are used in this study across the oxidized PPy systems. Addi-
tionally, the CGFF electrostatic interactions follow the Wolf et al. [35]
formulation in Eqs. (A.1) through (A.4), which besides the CG particle
charges 𝑞 and 𝑄 require two parameters pertaining to the simulation
setup, 𝜅 and R𝑐 𝑢𝑡. The 𝜅 is a dumping term for suppressing the long
range behavior of the Coulomb interactions. The R𝑐 𝑢𝑡 represents the
maximum distance up to which any interaction differs from zero and
serves for evaluating U𝑐 𝑢𝑡 = erfc(𝜅R𝑐 𝑢𝑡)/R𝑐 𝑢𝑡 in the aforementioned
equations.

The protocol for determining the particle charges 𝑞 , 𝑄 and values
of the U𝑖𝑛𝑡𝑒𝑟 six parameters 𝜖𝑝𝑦−𝑝𝑦, 𝜎𝑝𝑦−𝑝𝑦, 𝜖𝑝𝑦−𝑑 𝑜𝑝, 𝜎𝑝𝑦−𝑑 𝑜𝑝, 𝜖𝑑 𝑜𝑝−𝑑 𝑜𝑝,
𝜎𝑑 𝑜𝑝−𝑑 𝑜𝑝 in Eqs. (A.2), (A.3), (A.4) is based on density functional theory
(DFT) at the B3PW91/6-311G(d) level. The Gaussian 16 [36] package
is used for all DFT calculations in this study. The DFT electronic
energy of provided PPy structures with dopants in conjunction with
the electrostatic potential population analysis [37,38] is used for de-
termining the charge transfer that occurs from the 12-Py oligomers to
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the halogen dopants. Determination of the best values for the U𝑖𝑛𝑡𝑒𝑟
six parameters involves defining hundreds of DFT electronic energy
target values of the oxidized PPy systems. The system structures used
for generation of these DFT-based target values are gathered into a
library [34], which is accessed for calculation of the classical potential
energy through the CGFF model. Such setup enables for the non-linear
least squares parameter optimization using the Levenberg–Marquardt
algorithm [39].

2.2. The Metropolis Monte Carlo methodology

The Metropolis Monte Carlo (MMC) method [40] is an impor-
tant sampling methodology extensively employed for the calculation
of structural and thermodynamic properties of atomic and molecular
systems. It is based on irreducible Markov chains for the stochastic
evolution of the system particles ensuring the principle of detailed
balance [41]. Hence, both the sampled space and the steps for changing
the particle positions are discrete. The probability of obtaining a system
configuration in equilibrium is given by the Boltzmann distribution,
which is the limiting probability distribution to be sampled in the
MMC. From the perspective of computational implementations, Markov
chains are serial sequences not amenable to easy parallelization. Pre-
vious simulations in our group [34] dealt with a relatively small
PPy system for which the isothermal–isobaric ensemble (NPT) MMC
parallelization was implemented through a variant of the energy (farm)
decomposition method [42]. Such approach is here generalized to
evaluating the pair interactions by groups consistent with the various
CGFF terms included in U𝑖𝑛𝑡𝑒𝑟 and assigning their process to multiple
GPUs.

A flowchart of the custom NPT-MMC simulation employed through-
out is illustrated in Fig. 2 identifying the energy decomposition strategy
along one MC iteration over the volume change which is followed by a
sweep over all the system monomers and dopants. The implementation
was initially developed in a workstation with four GPUs. Hence, the
energy decomposition splits U𝑖𝑛𝑡𝑒𝑟 into three terms, U𝑝𝑦−𝑝𝑦 (Eq. (A.2)),
U𝑝𝑦−𝑑 𝑜𝑝 (Eq. (A.3)), U𝑑 𝑜𝑝−𝑑 𝑜𝑝 (Eq. (A.4)) corresponding to oligomer–
oligomer, oligomer–dopants, and dopant–dopant pairwise interactions,
respectively. Meanwhile the U𝑖𝑛𝑡𝑟𝑎 (Eq. (A.1)) and U𝑑 𝑖𝑝𝑜𝑙 𝑎𝑟 (Eq. (A.5))
are calculated in the CPU. The scheme is easily extendable to com-
puter platforms with multiple GPUs. The overall simulation workflow
begins by reading an input file containing cyber and PPy system
hyperparameters, CGFF parameter values, particles coordinates, and
databases for the generation of the numeric approximation to the U𝑖𝑛𝑡𝑒𝑟
analytical expression described in Section 3.2. Next the required data
structures are initialized on the CPU. Along the initialization phase,
particles in the system are decomposed into as many work-units as
GPUs are detected in the hardware. Each GPU is assigned one work-unit
containing all the information that a GPU will require for its initial-
ization and processing. Once the initialization steps have completed,
the simulation starts the MC loop. The first step of the simulation
loop is to select a particle (monomer or dopant) and generate trial
displacements and rotations for monomers or only trial displacements
for dopants. Trial translational displacements of monomers and dopants
are generated by providing the magnitude of the displacement vector
and randomly assigning its orientation in spherical coordinates cen-
tered at each particle’s center. For monomers, the possible rotation
movements are generated randomly from the Euler angles [33,34]. To
be successful, each monomer trial move needs to accept a rotation first
in order to test for a translation displacement. Hence, both rotation
and translation tested changes have to be successful for the move of
monomers to take place. The generation of the trial particle motion
is performed on the CPU and subsequently passed as parameters for
calculation of the three above mentioned energy functions in U𝑖𝑛𝑡𝑒𝑟,
which are performed in parallel in the GPUs. Both U𝑖𝑛𝑡𝑟𝑎 and U𝑑 𝑖𝑝𝑜𝑙 𝑎𝑟
are calculated on the CPU/host in parallel with the GPUs calculation
of the U terms. Overhead incurred from the CPU/host is masked
𝑖𝑛𝑡𝑒𝑟

3 
Fig. 2. Flowchart for the NPT-MMC implementation along one attempt of changing
the system volume that triggers iterating over the particles in the system. Blue boxes
represent work that is performed on the CPU and green boxes represent work that is
performed on the GPUs.

by the time required by calculations in the GPUs. Since GPU kernels
launches are asynchronous the 𝑈𝑖𝑛𝑡𝑒𝑟 calculations are launched first,
while the CPU/host enters an OpenMP parallel section that involves
energy functions associated to the oligomers alone. The next workflow
step is collecting the various partial energy calculations in CPU–GPUs
and perform the MC accept/reject criteria on the particle motion. If the
trial particle move is accepted, then the data structures on the CPU/host
and the GPU are updated. For each individual simulation, updating
the data structures is performed last for performance reasons, since the
protocol imposes a bias that maintains an acceptance rate fluctuating
between 40% and 60% by having the ability of automatically and peri-
odically modify the size of the particle moves (displacement/rotation)
to control that the acceptance rate remains within its boundaries. Next,
simulation statistics are updated for a sweep over all particles (included
volume changes) followed by checking if the simulation has completed.
If the simulation is not complete the process is repeated. Provided that
a sufficiently large number of MC passages over the full system is per-
formed along each simulation, the imposed bias of our implementation
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Table 1
Developed parameter values for the electrostatic interactions in the CGFF of oxidized
PPy with F, Br, I dopants that have a 3:1 monomer:dopant mixing concentration. U𝑠𝑒𝑙 𝑓 is
 reference energy from the electrostatic interactions [35] to be added to total potential

energies.
F Br I

Q𝑡𝑟𝑎𝑛𝑠𝑓 𝑒𝑟 (e) 3.5 3.3 3.2
q (e) 0.2917 0.275 0.2667
Q (e) −0.875 −0.825 −0.8
𝜅 (Å−1) 0.0983 0.0983 0.0983
R𝑐 𝑢𝑡 (Å) 19.0 19.0 19.0
U𝑠𝑒𝑙 𝑓 /particle (eV) −0.2046 −0.1819 −0.1710

avoids eventual trapping in metastable states. The NVT-MMC workflow
s similar with the exception that the volume changes are eliminated
nd the probability of acceptance/rejection reverts to the elimination
f the PV term in the probability distribution [41]. The custom code is

available [43].

3. Results

3.1. Parametrization of the CGFF for oxidized PPy with halogen dopants

The CGFF mathematical expression provided in Appendix A de-
scribes the analytical representation of the interactions in U𝑖𝑛𝑡𝑟𝑎 and
U𝑖𝑛𝑡𝑒𝑟. Determination of the parameter values in these equations re-
quires two stages. The first stage is based on the previously described
DFT protocol [34] for determining values of parameters pertaining
o the electrostatic interactions, namely, the monomer charge 𝑞, the

dopant charge 𝑄, and the dipole moment 𝜇 in Eqs. (A.1) through (A.5).
Imperative for determining 𝑞 and 𝑄 is the calculation of Q𝑡𝑟𝑎𝑛𝑠𝑓 𝑒𝑟, the
charge transferred from the 12-Py oligomer to the dopants in systems
with relative concentration monomer:dopant of 3:1. As a result, the
monomer charge is 𝑞 = 𝑄𝑡𝑟𝑎𝑛𝑠𝑓 𝑒𝑟∕12 and the dopant charge is 𝑄 =
𝑄𝑡𝑟𝑎𝑛𝑠𝑓 𝑒𝑟∕4, as reported in Table 1. Throughout this study, every

electrostatic interaction follows the Wolf et al. [35] formulation, which
additionally requires the parameters 𝜅 and R𝑐 𝑢𝑡 pertaining to the sim-
ulation setup. The 𝜅 is a dumping term for suppressing the long range
ehavior of the Coulomb interactions and R𝑐 𝑢𝑡 is set in the simulation

representing the maximum distance up to which any interaction differs
from zero; the electrostatic interaction evaluated at R𝑐 𝑢𝑡 is termed U𝑐 𝑢𝑡
in Eqs. (A.1) through (A.4). In addition, the electrostatic interaction
in [35] contains the self term U𝑠𝑒𝑙 𝑓 corresponding to the interaction of
charges with themselves. The latter is a constant once the number of
particles and their charges are set for each system under evaluation. In
what follows, U𝑠𝑒𝑙 𝑓 has served as a reference value for energies, while
nergies/particle refer to the sum of all monomers plus all dopants in

each system. The calculated values for this set of parameters and their
derived constants for all oxidized PPy systems considered are listed in
Table 1. k

In the second stage of the parameter optimization, the U𝑖𝑛𝑡𝑒𝑟 com-
onent of the CGFF has a crucial weight. Indeed, U𝑖𝑛𝑡𝑒𝑟 has four
erms: U𝑝𝑦−𝑝𝑦 being the interaction between monomers in different
ligomers, U𝑝𝑦−𝑑 𝑜𝑝 representing the interaction between oligomers and
opants, U𝑑 𝑜𝑝−𝑑 𝑜𝑝 containing the dopant-to-dopant interactions, and
𝑑 𝑖𝑝𝑜𝑙 𝑎𝑟 characterizing the dipole–dipole interaction between monomers

n different oligomers. Their analytical expressions are given in Eqs.
A.2), (A.3), (A.4), (A.5), respectively, and contain six parameters to

yet be determined: 𝜖𝑝𝑦−𝑝𝑦, 𝜎𝑝𝑦−𝑝𝑦, 𝜖𝑝𝑦−𝑑 𝑜𝑝, 𝜎𝑝𝑦−𝑑 𝑜𝑝, 𝜖𝑝𝑦−𝑝𝑦, 𝜎𝑝𝑦−𝑝𝑦. Values
for these six parameters are obtained from a combined non-linear

ean square fit to match ninety DFT binding energies of small PPy
structures [34] followed by a reinforcement learning enhancement
tilizing NPT-MMC simulations of the oxidized PPy system with 1024
articles at 300 K and 1 atm. The dual process, parameters from the fit
lus simulation using them, is iterated until the RMSE reaches a stable
ow value and the system density resulting from the MMC simulation
4 
Table 2
Values of the CGFF parameters in the term U𝑖𝑛𝑡𝑒𝑟, Eqs. (A.2) through (A.4), determined
along the optimization process. for oxidized PPy with Fl, Br, I dopants.

Parameter F Br I

𝜖𝑝𝑦−𝑝𝑦 (eV) 0.136 0.136 0.136
𝜎𝑝𝑦−𝑝𝑦 (Å) 5.5 5.5 5.5
𝜖𝑝𝑦−𝑑 𝑜𝑝 (meV) 7.35 8.16 8.16
𝜎𝑝𝑦−𝑑 𝑜𝑝 (Å) 3.016 3.583 3.900
𝜖𝑑 𝑜𝑝−𝑑 𝑜𝑝 (eV) 2.721 2.721 2.721
𝜎𝑑 𝑜𝑝−𝑑 𝑜𝑝 (Å) 4.868 4.868 4.868

is consistent with empirical values. Such approach involves repeti-
tive parameter values optimization (initialized differently) against the
DFT target energies followed by the acceptance or rejection of such
optimized parameter values set based on the MMC determination of
the equilibrated system density. Additionally, for PPy oxidized by Cl
dopants, the U𝑝𝑦−𝑑 𝑜𝑝 of Eq. (A.3) has an analytical modification to
the previously reported mathematical expression [34] entailing new
parameters 𝜖𝑝𝑦−𝑑 𝑜𝑝, 𝜎𝑝𝑦−𝑑 𝑜𝑝 plus new 𝜅’s value. The final set of the six
arameter values are reported in Table 2. Summarizing, an optimiza-
ion RMSE of 5% was obtained when the target structures potential
nergies were calculated via the CGFF with values of its twenty two
arameters listed in Tables 1, 2, and A.1.

The protocol developed in this study for defining the best
arametrization of the analytical CGFF is predicted to be crucial for
ttaining future generalizations. There is confidence that the CGFF with
ts parameter value set enables a novel description of the oxidized

PPy system that is prone to generalization for other similar polymers
nd/or other atomic or small molecular dopants. The characteristics of

the CGFF are thus more general than the current representation of the
xidized PPy system.

3.2. Performance of the MMC simulations

Our customized parallelizing approach and CPU–GPU implementa-
tion of the MMC simulation yielded a performance gain factor between
3 and 15 on the processing time required for a single MMC trial
(passage over all the oxidized PPy system particles) for systems con-
taining less than 30 000 particles [42]. These performance metrics are
for a single MMC trial whereas in the production stage of a regular
simulation several millions of trials are required. As the system is
scaled up in size it becomes evident that the overall execution time
needs to be reduced by other means than parallelization. To reduce
computational complexity and tackle the system size scalability, an
approximation approach is developed for evaluating the three pair-
wise additive interactions U𝑝𝑦−𝑝𝑦, U𝑝𝑦−𝑑 𝑜𝑝, U𝑑 𝑜𝑝−𝑑 𝑜𝑝 entering in U𝑖𝑛𝑡𝑒𝑟
(Eqs. (A.2), (A.3), (A.4)). The computational task can be simplified by
creating a numerical table for each term with its pre-calculated values
at predefined intervals of the distance between particles. In addition,
iecewise interpolation polynomials are preassigned for automatically

obtaining the term values at distances within the pre-defined intervals.
Several types of polynomials were considered for the polynomial

nterpolation approximation of Eqs. (A.2), (A.3), (A.4), including cubic
splines, 3rd, and 6th order physicist’s Hermite polynomials [44]. For
performing the piecewise interpolation, the desired domain is dis-
retized at chosen intervals of 5.29177 × 10−4 Å. These intervals may
e adjusted in value to be either larger or smaller for increasing or
ecreasing the size of the database containing the polynomial coef-

ficients. Once the domain has been discretized, starting at the first
data point, four consecutive data points are taken, the coefficients of
the interpolant are determined and stored in a database. This process
s repeated for each interval of the discretized domain populating

the database tables of interpolation coefficients for the successive dis-
cretized intervals. Separate databases of interpolation coefficients are
generated for each of the three pairwise additive terms U𝑝𝑦−𝑝𝑦, U𝑝𝑦−𝑑 𝑜𝑝,

U𝑑 𝑜𝑝−𝑑 𝑜𝑝 of the CGFF. The database key is its first column of the
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Fig. 3. Comparison of the MMC execution time of one passage over all particles for
various oxidized PPy system sizes. Red line depicts the U𝑖𝑛𝑡𝑒𝑟 approximated by the
polynomial interpolation executed in the GPU, while gray line depicts the execution
in the CPU. The blue line illustrates the U𝑖𝑛𝑡𝑒𝑟 direct solver executed in the GPU.

discretized distance between particles. When entering the database of
the desired function with a calculated distance between particles, its
key directs to the interval that contains the entering distance value
and leads to the table of interpolant coefficients appropriate for the
approximated function. The interpolant is calculated and its value at
the incoming distance is returned. The overall functional error that
the polynomial approximations produced on the three terms of the
CGFF is given in the SI, Table SI.2 and Fig. SI.1. Each generated
database is loaded at simulation run-time to the CPU memory and
to the assigned GPU memory, providing fast lookup times for the
interpolation coefficients. Hence, along the simulation execution, when
U𝑖𝑛𝑡𝑒𝑟 is calculated for the oxidized PPy system, instead of directly
computing the analytical pairwise additive equations pertaining to
U𝑖𝑛𝑡𝑒𝑟, a simpler set of computations is performed by reading the tables
in the three developed databases containing the appropriate interpolant
coefficients. The U𝑑 𝑖𝑝𝑜𝑙 𝑎𝑟 term, Eq. (A.5), is computed in the GPU from
its mathematical expression.

In a nutshell, by simplifying the computational effort through the
piecewise polynomial approximation a substantial improvement in ex-
ecution time is achieved when compared to the full evaluation of the
CGFF analytical expressions. Fig. 3 illustrates the execution time of
one MMC passage over all the particles in systems with increasing
number of particles. Although the number of operations in each case is
of 𝑂(𝑁3), it is clear from Fig. 3 that interpolation tables executed in the
GPU (red line) are more efficient than either the GPU implementation
of the direct solver methodology (blue line) or the CPU implementation
of the approximation (gray line).

In yet another performance enhancement, either the CPU host or the
GPU kernel that evaluate the CGFF functions calculate an array of trial
particle movements for all the system particles at the beginning of any
MMC passage over all particles. Nonetheless, the sequential selection of
one particle at a time for the acceptance/rejection of their movement
continues to be enforced. This approach reduces memory addressing
and permits a high degree of memory reuse for distances values. Putting
together these cyber enhancements, several MMC simulated properties
5 
of the polymer samples were analyzed for performance. For example,
for an oxidized PPy system with 27 648 particles at 300 k and 1 atm,
the density, enthalpy, and potential energy simulation values obtained
after two million MMC passages over all the monomers and dopants are
listed in Table SI.3. This comparison indicates the CGFF as calculated
by the polynomial approximations yields simulated property values
within the standard deviation from the direct solver for the calculated
property values.

3.3. Size scaling stability of the oxidized PPy system

In molecular simulations an evaluation of the stability of properties
as a function of scaling up the system size is relevant. Hence, several
properties of the oxidized PPy by Cl dopants is tested for system sizes
scaled up to 128 000 particles. Table 3 lists relevant properties at 300
K and 1 atm calculated from NPT-simulations consisting of 5 × 105 MMC
passages over all particles to reach equilibrium and 106 additional
passages for the calculation of averages and standard deviations. These
simulations verify that crucial properties of the Cl oxidized PPy system
rapidly converge to stable values as system size is scaled up.

The selected system sizes are based on a protocol of first equilibrat-
ing the small system with 1024 particles which is an orthorhombic,
almost cubic box, and translate it n𝑐 𝑒𝑙 𝑙 = 1,2,3,4 times in each direc-
tion giving rise to the reported supercell sizes containing the number
of particles listed in Table 3. These supercells were used as initial
configurations for the NPT-MMC simulations giving rise to properties
listed in Table 3. Results in this table demonstrate that the new MMC
implementation scales very well to larger system sizes and generates
consistent results across the scaled up system sizes. In addition, the
piecewise polynomial interpolation for calculation of part of the CGFF
does not cause a degradation in the properties values as can be seen
in Table SI.3. The 12-Py oligomer structural properties are defined as
previously published [34]. The values of radius of gyration, end-to-end
distance, and Z order parameter demonstrate how rigid these polymer
chains are. Values close to one of the vector order parameter S are clear
evidence that there is a strong chain stacking order in the systems at
the nanoscale.

3.4. Properties of the oxidized PPy system with halogen dopants

Considering that systems with either a mid-sized system with 8192
particles (6144 monomers and 2048 dopants) and/or a large size
system with 27 648 particles (20 736 monomers with 6912 dopants)
already display an excellent size stability of the involved MMC sim-
ulations, the thermodynamic and structural properties of the oxidized
PPy with F, Br, and I dopants are calculated for the small, mid, and
large size systems with the new CGFF parametrization from Tables 1
and 2.

Enthalpy, H, and density are thermodynamic properties that control
the thermal stability of condensed systems. The H dependence with
temperature is termed the caloric curve and serves for determining
characteristic transition temperatures. Fig. 4 depicts H calculated at a
set of temperatures of the oxidized PPy with the three halogen dopants
obtained from the NPT-MMC simulations of the small, mid, and large
size systems. Meanwhile, Fig. 4 (bottom) illustrates the temperature
trend of the system densities at the same temperatures, system sizes,
and for the three different dopants under study than those provided
for enthalpy in Fig. 4 (top). Worth noting is that independently of
the system size, the NPT-MMC simulations were always initiated from
system models at densities significantly lower than the equilibrated
densities at 300 K and 1 atm. As mentioned earlier, the system size scal-
ing demonstrates the consistency of enthalpy and density for the PPy
systems across the range 300 K–600 K. Meanwhile, Table 4 summarizes
results at 300 K and 1 atm revealing as well the stability of potential
energy values due to the system size increase. Indeed, Table 4 enumer-
ates enthalpy, density and volume averages and their fluctuations. As
expected, fluctuations decrease as the system size increases.
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Table 3
Properties of Cl oxidized PPy systems with different sizes, from NPT-MMC simulations at 300 K and 1 atm. The 3rd order physicist’s Hermite polynomial was used for the numerical
approximation of U𝑖𝑛𝑡𝑒𝑟 with parameter values from Table A.1 The ± identifies one time the standard deviation.

Property | Number of Particles 8192 27 648 65 536 128 000

Enthalpy/particle (eV) −3.3723 ± 0.0003 −3.3749 ± 0.0002 −3.3728 ± 0.0002 −3.3711 ± 0.0001
Density (kg/m3) 1383.8 ± 0.7 1384.5 ± 0.5 1383.7 ± 0.3 1382.7 ± 0.2
Volume (nm3) 568.1 ± 0.3 1916.4 ± 0.7 4545.2 ± 0.9 8883.5 ± 0.8
U𝑡𝑜𝑡𝑎𝑙/particle (eV) −3.4111 ± 0.0003 −3.4138 ± 0.0002 −3.4117 ± 0.0002 −3.4099 ± 0.0001
U𝑖𝑛𝑡𝑒𝑟/particle (eV) −1.7055 ± 0.0003 −1.7084 ± 0.0002 −1.7062 ± 0.0002 −1.7043 ± 0.0001
U𝑖𝑛𝑡𝑟𝑎/particle (eV) −1.7056 ± 0.0003 −1.7054 ± 0.0002 −1.7054 ± 0.0001 −1.7056 ± 0.0001
Vector Order Parameter (S) 0.9999 ± 0.0000 0.9999 ± 0.0000 0.9999 ± 0.0000 0.9999 ± 0.0000
12-Py Orientation Order Parameter (Z) 0.7870 ± 0.0005 0.7870 ± 0.0006 0.7873 ± 0.0005 0.7872 ± 0.0005
12-Py Radius of Gyration (nm) 1.0911 ± 0.0002 1.0925 ± 0.0001 1.0925 ± 0.0001 1.0926 ± 0.0001
12-Py end-to-end distance (nm) 3.9535 ± 0.0007 3.9529 ± 0.0007 3.9523 ± 0.0003 3.9534 ± 0.0003
Fig. 4. Enthalpy per particle (top) and density (bottom) of the oxidized PPy small, mid, and large size systems with F (left), Br (center), I (right) dopants at different temperatures
and 1 atm. Averages were calculated from the last 106 MMC passages through all system particles. Error bars depict twice the standard deviation. Color scheme: light colors
identify the small system, intermediate shade colors depict the mid size system, dark colors pertain to the large system.
p
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Within the NPT simulation approach, systems with demonstrated
nthalpy (𝐻) and the volume (𝑉 ) stability enable calculation of prop-
rties from response functions such as the heat capacity at constant
ressure C𝑃 =

(

𝜕 𝐻
𝜕 𝑇

)

𝑃
, the coefficient of thermal expansion CTE =

1
𝑉

(

𝜕 𝑉
𝜕 𝑇

)

𝑃
, the compressibility 𝛽𝐶 = − 1

𝑉

(

𝜕 𝑉
𝜕 𝑃

)

𝑇
, and the bulk modulus

=𝛽𝐶−1. The glass transition temperature T𝑔 is investigated as well.
he PPy systems are rigid giving rise to small changes in the enthalpy
nd volume for small temperature or pressure variations. Hence, the
6 
response properties values are highly influenced by the fluctuations
of 𝐻 and/or 𝑉 , which are responsible for their estimates with large
fluctuations. Table 5 provides the calculated estimates of these response
roperties for the large size oxidized PPy systems. Due to the CGFF
onstruction, the C𝑃 estimates do not contain vibrational contributions
f the eight actual atoms within each Py monomer. Consequently, cal-
ulated values of C𝑃 are lower than empirical measurements [45,46],

showing a decrease in value as the dopant mass increases. Estimates
listed in Table 5 show a consistent slight increase in the CTE, 𝛽 , and
𝐶
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Table 4
Thermodynamic and energy properties of the oxidized PPy small, mid, and large size
systems with F, Br, I dopants at 300 K and 1 atm. The ± identifies one time the
standard deviation.

Small size Mid size Large size

Fluorine dopants

Enthalpy/particle (eV) −3.3278 ± 0.0009 −3.333 ± 0.0003 −3.3363 ± 0.0002
Density (kg/m3) 1329 ± 2 1309.1 ± 0.7 1308.9 ± 0.3
Volume (nm3) 68.6 ± 0.1 557.4 ± 0.3 1881.7 ± 0.5
U𝑡𝑜𝑡𝑎𝑙/particle (eV) −3.3666 ± 0.0009 −3.3719 ± 0.0003 −3.3752 ± 0.0002
U𝑖𝑛𝑡𝑒𝑟/particle (eV) −1.6523 ± 0.0007 −1.6631 ± 0.0003 −1.6657 ± 0.0001
U𝑖𝑛𝑡𝑟𝑎/particle (eV) −1.7144 ± 0.0008 −1.7087 ± 0.0003 −1.7094 ± 0.0002

Bromine dopants

Enthalpy/particle (eV) −3.238 ± 0.003 −3.2354 ± 0.0003 −3.2241 ± 0.0002
Density (kg/m3) 1652 ± 3 1633 ± 1 1613 ± 1
Volume (nm3) 70.9 ± 0.1 573.9 ± 0.3 1960.1 ± 0.5
U𝑡𝑜𝑡𝑎𝑙/particle (eV) −3.2765 ± 0.0028 −3.2742 ± 0.0003 −3.2629 ± 0.0002
U𝑖𝑛𝑡𝑒𝑟/particle (eV) −1.5592 ± 0.0028 −1.5611 ± 0.0003 −1.5536 ± 0.0001
U𝑖𝑛𝑡𝑟𝑎/particle (eV) −1.7173 ± 0.0009 −1.7131 ± 0.0003 −1.7094 ± 0.0002

Iodine dopants

Enthalpy/particle (eV) −3.174 ± 0.001 −3.1813 ± 0.0003 −3.1785 ± 0.0002
Density (kg/m3) 1871 ± 3 1861 ± 1 1860 ± 0.5
Volume (nm3) 73.3 ± 0.1 589.3 ± 0.3 1990.4 ± 0.5
U𝑡𝑜𝑡𝑎𝑙/particle (eV) −3.213 ± 0.001 −3.2201 ± 0.0003 −3.2173 ± 0.0002
U𝑖𝑛𝑡𝑒𝑟/particle (eV) −1.500 ± 0.001 −1.5064 ± 0.0003 −1.5019 ± 0.0002
U𝑖𝑛𝑡𝑟𝑎/particle (eV) −1.7134 ± 0.0009 −1.7137 ± 0.0003 −1.7154 ± 0.0002

Table 5
Estimated properties of the oxidized PPy large size systems. Response properties CTE,
𝐶 , B are from MMC simulations at 300 K and 1 atm. The C𝑃 and the T𝑔 temperature

range are from the MMC simulated cooling along the 1 atm isobar, Figs. 5, 6.
Property F dopants Br dopants I dopants

C𝑃 below T𝑔 (J/kg/K) 433 ± 21 337 ± 13 295 ± 13
C𝑃 , above T𝑔 (J/kg/K) 488 ± 21 372 ± 13 338 ± 13
CTE (10−5𝐾−1) 2.7 ± 1.0 3.0 ± 1.1 3.9 ± 1.1
𝛽𝐶 (GPa−1) 1.46 ± 0.05 1.36 ± 0.16 1.23 ± 0.01
B (MPa) 686 ± 23 737 ± 78 811 ± 4
T𝑔 range (K) 300–400 330–430 330–420

B as the mass of the dopant increases. Experimentally, as a function of
ncreasing temperature the polymer samples undergo mass loss due to
elease of their constituent dopants or trapped water [45–49]. In fact,
he empirically analyzed polymer samples are not infinitely extended
s the models in our simulations. For example, empirical results of the

CTE may be either positive [45,47] or negative [50] if the polymer
sample contracts. Our CTE estimates in Table 5 are within the range of
published positive values [45,47].

Oxidized PPy is synthesized either through chemical or electro-
hemical polymerization and is difficult to process after synthesis due
o being a hard, non-thermoplastic material, brittle, not soluble in most
ommon solvents, and non-degradable [51]. Moreover, the empirical

reproducibility of the values for some properties depends on the prepa-
ration of the samples, on the dopant type, on the PPy samples aging and
torage history, on the ambient humidity and water absorption of the

polymer among other factors. For example, major applications require
PPy thin films that display distinct surface properties if interfacing with
he depositing material, with controlled gases, or with liquid environ-

ments. In most thermal experiments the loss of mass is substantial as
temperature is increased with dopants able of evaporating from the
samples [45,49]. For PPy, the glass transition temperatures T𝑔 would
occur within a range of temperatures when the polymer matrix is
transitioning from a brittle solid to a softer rubbery state. However, due
to the experimental constraints enumerated previously, the empirical
determination of B and T𝑔 has been elusive. Several published work
has shown that for certain dopants their vaporization temperature
coincides and masks the PPy process of transitioning from a brittle solid
o a softer rubbery state [13,14,45,49]. In addition, as temperatures

increase from ambient conditions, empirically the oxidized PPy samples
 v

7 
decrease in mass losing dopants or adsorbed water and morphing into
very inhomogeneous samples [13,14,45,49].

Conversely to the above mentioned empirical observations, from the
erspective of our MMC simulations with constant number of parti-

cles, the oxidized PPy systems are infinite with no boundaries, thus,
degradation by mass loss cannot occur. Nonetheless, the caloric curve
H(T) of oxidized PPy with F, Br, I dopants was simulated by cooling
these systems and bringing their temperature down from 600 K to 300
 along the 1 atm isobar as shown in Fig. 5. The simulated isobaric

cooling process simultaneously provides V(T), the volume temperature
profile, which enables calculation of the density temperature profile
along the chosen isobar since the system mass is constant. Density
versus temperature is displayed in Fig. 6 for the mid size systems and
in Fig. SI.2 for the large size systems. From the simulation perspective,
he isobaric cooling processes is a means for determining a temperature
ange where the glass transition temperature T𝑔 occurs. Hence, T𝑔

ranges were estimated by analyzing both density and enthalpy temper-
ature trends along the isobaric cooling process. As shown in Figs. 5,
6 for enthalpy and density, the calculated points close to 300 K were
fitted by a line and a second line was fitted on points closer to 600 K.
The two fitted lines cross at a specific temperature and remain within
he calculated points error bars up to two temperatures that enable a
efinition of the T𝑔 temperature range reported in Table 5.

The C𝑃 values below and above the T𝑔 range included in Table 5
are calculated from the fitted lines to the enthalpy simulation points.
As mentioned earlier, the enthalpy does not contain the vibrational
energy contribution of the eight actual atoms inside each coarse grained

onomer; consequently the enthalpy temperature profile is affected in
oth, the 300 K and 600 K simulated regions such that the C𝑃 simulated
alues are not directly amenable to be compared with experiments. In
ontrast, the density thermal profiles shown in Fig. 6 and in Fig. SI.2 are

a realistic outcome of these amorphous solids and would be comparable
o empirical measurements implemented such that no loss of system
ass occurs. We also note that the simulated isobaric cooling process in

these oxidized PPy brittle systems yields smoother density and enthalpy
thermal profiles as compared to those of more malleable polymers that
display a larger change in the slope of the two fitted lines [52,53].

3.5. The oxidized PPy structural properties

The internal structure of the 12-Py oligomers maintained a remark-
ble similarity within the small, mid and large size systems as shown
n Table SI.4. The oligomer radius of gyration, end-to-end distance,
nd Z order parameter are properties depending on the zig-zag planar
onformation of the charged oligomer chain. These structural proper-
ies are negligibly affected by the difference in oligomer’s charge for
he oxidized PPy with F, Br, or I dopants investigated here. Indeed,
lthough the dopants 𝑄 values follow the electronegativity pattern of
alogen atoms as reported in Table 1, the simulations indicate that

the highly charged 12-Py oligomers (+3.2𝑒 through +3.5𝑒) maintain
the flat stick geometry across the system sizes investigated. The order
parameter S = 1 from Table SI.4 evidences the oligomer chain stacking
occurring for the three halogen dopants in the oxidized PPy systems,
which persists as the system size increases. Despite the chain stacking,
these oxidized PPy systems characterize as amorphous solids. For the
large size system, Fig. 7 illustrates the radial distribution functions g(r)
for the three particle pair types, monomer–monomer in different chains
(red), monomer–dopant (green), and dopant–dopant (blue), depicting
he functions up to distances of R𝑐 𝑢𝑡 = 19 Å (Table 1). These functions
isplay a well defined broad first shell of neighboring particles, signif-

icant smearing and broadening of subsequent peaks around function
values of one signalizing both, the amorphous solid polymer structure
and compliance with the asymptotic behavior of normalized functions.
At distances larger than R𝑐 𝑢𝑡, particles do not interact, are maintained
together by the collective effect of the condensed system with periodic
oundary conditions that imposes a maximum distance attainable in
he simulations of 𝑉 1∕3∕2 ≈ 62 Å for the large systems at 300 K and
olumes V from Table 4.
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Fig. 5. Enthalpy of oxidized PPy with halogen dopants as a function of temperature along the 1 atm isobaric cooling process with a cooling rate of 9 × 10−6 K/(system passage) for
the mid size systems. Averages and s.d. are from equilibrated simulations with 106 MMC passages over all particles in each system. The two straight lines are fits to the simulated
values that cross at 362 K, 379 K, 388 K for systems with F, Br, I dopants, respectively.

Fig. 6. Density of oxidized PPy with halogen dopants as a function of temperature along the 1 atm isobaric cooling process with a cooling rate of 9 × 10−6 K/(system passage) for
the mid size systems. Averages and s.d. are from equilibrated simulations with 106 MMC passages over all particles in each system. Straight lines are fits to the simulated values
that cross at 355 K, 379 K, 382 K for systems with F, Br, I dopants, respectively.

Fig. 7. Radial distribution functions g(r) of the oxidized PPy large size systems with halogen dopants at 300 K. Functions are calculated from NVT-MMC simulations at densities
listed in Table 4 and depicted up to the R𝑐 𝑢𝑡 distance from Table 1. Color scheme: red for monomer–monomer in different oligomers, green for monomer–dopant, blue for
dopant–dopant.
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4. Discussion

Modeling and simulation of polymer condensed phases is increas-
ingly drawing the attention for applications where the polymer samples
empirical reproducibility is challenging to be controlled. Evidence from

ultiple studies indicate that the synthesis and preparation of oxidized
polypyrrole (PPy) leads to a diversity of employed samples such as
pellets, thin films, nano particles among others, which need to be better
characterized from a broader perspective.

Notably, the halogen dopants produce charge-transfer from the
oligomers to the dopants by oxidizing the 12-Py oligomers with charges
ranging from +3.8𝑒, +3.3𝑒, +3.2𝑒 for the F, Br, I dopants, respectively,
as obtained from the density functional approach B3LYP/6-111(d).
The MMC simulations are therefore based on coarse grained particles,
either PPy monomers or halogen dopants that are charged and remain
charged along the simulation. This characteristic enhances a stacking
of the oligomer chains and contributes to an increase of the samples
density. We examined the case of a less-likely charge transfer with
hypothetical dopants that would yield oligomer charges of 1𝑒 through
2.5𝑒. In these tested cases, the system density was lower, the stiffness
of the oligomers was reduced, and the chain stacking became fuzzier as
the transferred charge was lower. Based on these characterizations and
on our previous density functional theory calculations [54], similar en-
halpy per particle and density for longer oligomers such as 15-Py and
8-Py that maintain the 3:1 relative monomer:dopant concentration are

foreseeable. On the other hand, in lab-synthesized samples mass loss
occurs, either because of aging or because of temperature. Necessarily,
any loss of mass would result in changes of the monomer:dopant
relative concentration entailing inhomogeneities in the charge transfer
process across the PPy samples. Sample’s degradation is not included
in our simulations, opening an avenue for further investigations.

The simulated isobaric cooling processes of the condensed samples
from 600 K to 300 K displayed an almost linear decrease of the
oxidized PPy system enthalpy as the temperature was decreased as
shown in Fig. 5. In coordination with the density temperature profile
long the simulated cooling of Fig. 6, we were able of predicting a
emperature range of 300–400 K around T𝑔 for the polymer samples to
ransition between the lower temperatures brittle structure to a more
ubber-like structure at higher temperatures as reported in Table 5.

Across the tested 300–600 K temperature span, the polymer samples
are amorphous. Nonetheless, at the lower temperatures these systems
display oligomer stacking within the sample volume evidenced by the
vector order parameter S = 1, Table SI.4. The oligomer stacking has
been observed in oxidized polypyrroles. The T𝑔 temperature range is a
prediction, since empirical T𝑔 measurements have been elusive due to
he oxidized PPy mass loss occurring within that temperature range.

Additionally, this work studied several relevant response functions
hat are commonly measured for other polymers but are scarce to find
or oxidized PPy. At 300 K the CTE and the bulk modulus increase
s the dopant mass increases while the compressibility decreases. The
alculated fluctuations of these properties are large. Similarly as the
opants mass increase, the heat capacity C𝑃 trend displays a slight
ncrease, both below and above the T𝑔 temperature range as shown
n Table 5. Because of the coarse grained nature of the monomers, es-

timates of C𝑃 as a function of temperature are not directly comparable
to empirical observations from differential scanning calorimetry (DSC)
up to temperatures where sample’s mass loss is absent [45].

5. Conclusion

This study conducted a systematic analysis of bulk properties of
oxidized PPy that are currently elusive in wet laboratories. Toward
hat goal, in this work we dramatically improved the custom com-
utational implementation of MMC simulations that employed our
reviously developed CGFF parametrized for oxidized PPy with chlo-

34]. Contemporarily, the CGFF was generalized by new
ine dopants [

9 
parametrization of oxidized PPy systems with halogen dopants F, Br,
and I. We demonstrate the substantial enhancement of the MMC sim-
ulations computational performance on two fronts: (i) addition of
GPU–CPU approaches for the implementation of the MMC simulation,
and (ii) building of databases enabling the analytical CGFF pair additive
interaction terms to be approximated by the numerical representa-
tion of piecewise polynomial interpolation. Based on both advances,
computational implementation and CGFF generalization, enabled the
examination of multiple properties of condensed samples of the oxi-
dized PPy with F, Br, I dopants in the range of 300 to 600 K at 1
atm as a function of the system size ranging from 1024 to 128 000
particles. The simulations demonstrate that the system size scaling
rapidly reaches convergence around 8000 particles on the values of
numerous thermodynamic and structural properties of the oxidized
PPy samples independently of the dopant employed. The properties
reported include enthalpy, density, T𝑔 temperature range, coefficient
of thermal expansion, bulk modulus, specific heat, structural properties
including radial distribution function. These properties validate that
oxidized PPy is a brittle, amorphous solid, displaying polymer chain
stacking with an estimated temperature range for the glass transition
𝑇𝑔 between 300–400 K.

Being the first generalization of the CGFF for oxidized PPy with
ifferent dopants, this study is a validation of the proposed force

field model and its pursuing parametrization protocol. Further gen-
eralizations will require defining a dopant prototype to validate a
feasible charge transfer mechanism consistent with the interacting PPy
oligomers. We anticipate that, by combining the already developed
CGFF protocol design, further generalization with additional dopant
characteristics such as a molecular structure, the approach of this study
provides an open avenue for considering unexplored pathways for the
analyses of oxidized PPy in important applications.
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Appendix A. Analytical expression of the CGFF (Coarse Grained
Force Field)

The CGFF represents the total potential energy U𝑡𝑜𝑡𝑎𝑙 of the oxi-
dized PPy system and is split into two major components, U𝑡𝑜𝑡𝑎𝑙 =
U𝑖𝑛𝑡𝑟𝑎 + U𝑖𝑛𝑡𝑒𝑟 containing 22 parameters. The U𝑖𝑛𝑡𝑟𝑎 has twelve unique
parameters developed previously [34], which are listed at the top in
Table A.1. Five parameters developed in this work for PPy with Fl, B,
nd I dopants (Table 1, Section 3.1) and previously developed for Cl

dopants (Table A.1) enter in both, U and U . These parameters
𝑖𝑛𝑡𝑟𝑎 𝑖𝑛𝑡𝑒𝑟
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are specific to the electrostatic interactions [35], which require the
monomer (q) and dopant (Q) charges, the simulation cutoff radius R𝑐 𝑢𝑡,
he 𝜅 damping constant, and the value of U𝑐 𝑢𝑡 = erfc(𝜅R𝑐 𝑢𝑡)/R𝑐 𝑢𝑡. The
𝑖𝑛𝑡𝑒𝑟 has six unique parameters, which were developed in this work for

he oxidized PPy with F, Br, and I dopants (Table 2, Section 3.1) and
reviously developed for Cl (Table A.1). The analytical expressions of

U𝑖𝑛𝑡𝑟𝑎 and U𝑖𝑛𝑡𝑒𝑟 are given in Appendices A.1 and A.2, respectively.

A.1. The CGFF intra-oligomer interactions

The U𝑖𝑛𝑡𝑟𝑎 component of the CGFF is as follows:

𝑈𝑖𝑛𝑡𝑟𝑎 = 𝐷𝑒

11
∑

𝑖=1

[(

1 − 𝑒
−𝛼(

𝑟𝑖,𝑖+1
𝑟0

−1))2
− 1

]

+ 𝑘𝜃
10
∑

𝑖=1

(

cos(𝜃𝑖) − cos(𝜃0)
)2

+
9
∑

𝑖=1

[

𝑘1

(

1 − cos
(

𝛾𝑖,𝑖+1 − 𝛾0

))

+ 𝑘2

(

1 − cos 2
(

𝛾𝑖,𝑖+1 − 𝛾0

))]

+k𝑙 𝑖𝑏
11
∑

𝑖=2

[( 𝑒𝑖 ⋅ �⃗�𝑖,𝑖+1
r𝑖,𝑖+1

− cos( 𝜃0
2
)
)2

+
( 𝑒𝑖 ⋅ �⃗�𝑖,𝑖−1

r𝑖,𝑖−1
− cos( 𝜃0

2
)
)2]

+
𝑞2

4𝜋 𝜖0
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𝑖=1

12
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𝑗=𝑖+3

( erfc(𝜅r𝑖𝑗 )
r𝑖𝑗

− 𝑈𝑐 𝑢𝑡
)

+2𝜖𝑒𝑥𝑐 𝑙 𝑢𝑑 𝑒
10
∑

𝑖=1

12
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𝜎𝑒𝑥𝑐 𝑙 𝑢𝑑 𝑒
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)9
− 3

2

(
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r2𝑖𝑗

]

(A.1)

where 𝑟𝑖,𝑖+1 are distances between two contiguous 12-Py monomers.
ending angles 𝜃 are enclosed by contiguous distances 𝑟𝑖,𝑖+1 and 𝑟𝑖+1,𝑖+2.

Dihedral angles 𝛾 are formed by three contiguous distances. The fourth
erm is a hindered rotation of each oligomer monomer in its plane
round the normal vector centered at its center of mass; the oligomer
nd monomers do not librate. The fifth term is the electrostatic in-

teraction between two oligomer monomers that are third or farther
way neighbors. The sixth term sets an excluded volume when each
onomer interacts with the second nearest and farther away neighbors.
he seventh term represents the dipole–dipole interaction between the

monomers in the 12-Py oligomer. The parameter values entering in
U𝑖𝑛𝑡𝑟𝑎 are listed in Table A.1 and Section 3.1, Table 1.

A.2. The CGFF inter-particle interactions

The CGFF inter-particle interaction has four terms: U𝑖𝑛𝑡𝑒𝑟 = U𝑝𝑦−𝑝𝑦
+ U𝑝𝑦−𝑑 𝑜𝑝 + U𝑑 𝑜𝑝−𝑑 𝑜𝑝 + U𝑑 𝑖𝑝𝑜𝑙 𝑎𝑟. The first three terms are pairwise
additive, while the fourth term is three-body additive. The number of
ifferent particles is termed N𝑝𝑦 for monomers and N𝑑 𝑜𝑝 for dopants.
he analytical expressions for the four terms of U𝑖𝑛𝑡𝑒𝑟 are as follows:

𝑈𝑝𝑦−𝑝𝑦 =
𝑞2

4𝜋 𝜖0

𝑁𝑝𝑦−1
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𝑖=1
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𝑅𝑖𝑗
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)
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)9
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2

(𝜎𝑝𝑦−𝑝𝑦
𝑅𝑖𝑗

)6]

(A.2)

𝑈𝑝𝑦−𝑑 𝑜𝑝 =
𝑞 𝑄
4𝜋 𝜖0

𝑁𝑝𝑦
∑

𝑖=1

𝑁𝑑 𝑜𝑝
∑

𝑠=1
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𝑅𝑖𝑠
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)
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∑

𝑖=1
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2
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(A.3)

𝑈𝑑 𝑜𝑝−𝑑 𝑜𝑝 =
𝑁𝑑 𝑜𝑝−1
∑

𝑖=1

𝑁𝑑 𝑜𝑝
∑

𝑗=𝑖+1

[

𝜖𝑑 𝑜𝑝−𝑑 𝑜𝑝
(𝜎𝑑 𝑜𝑝−𝑑 𝑜𝑝

𝑟𝑖𝑗

)9
+ 𝑄2

4𝜋 𝜖0

( erfc(𝜅r𝑖𝑗 )
𝑟𝑖𝑗

− 𝑈𝑐 𝑢𝑡
)]
(A.4)

10 
Table A.1
Parameter values of the CGFF in Eqs. (A.1)–(A.5). The 12 parameters listed first are
common for oxidized PPy with F, Cl, Br, I dopants. The reminding parameters and
functions were developed previously for oxidized PPy with Cl dopants [34].

𝐷𝑒 (eV) 2.6921
𝑟0 (Å) 3.78569
𝛼 (Å−1) 3.32146
𝑘𝜃 (eV) 26.12
𝜃0 (degree) 141.576
𝑘1 (eV) 0.0548
𝑘2 (eV) 0.3795
𝛾0 (degree) 180
𝑘𝑙 𝑖𝑏 (eV) 21.35
𝜇 (D) 1.4126
𝜖𝑒𝑥𝑐 𝑙 𝑢𝑑 𝑒 (eV) 0.0759
𝜎𝑒𝑥𝑐 𝑙 𝑢𝑑 𝑒 (Å) 8.9574
Q𝑡𝑟𝑎𝑛𝑠𝑓 𝑒𝑟 (e) 4.0
q (e) 0.333
Q (e) −1.0
𝜅 (Å−1) 0.1134
R𝑐 𝑢𝑡 (Å) 19.0
U𝑠𝑒𝑙 𝑓 /particle (eV) −0.3074
𝜖𝑝𝑦−𝑝𝑦 (eV) 0.136
𝜎𝑝𝑦−𝑝𝑦 (Å) 5.5
𝐴 for 𝑝𝑦 − 𝑑 𝑜𝑝 (meV) 36.319
𝐵 for 𝑝𝑦 − 𝑑 𝑜𝑝 (meV) 43.757
𝜎𝑜𝑙 𝑑 for 𝑝𝑦 − 𝑑 𝑜𝑝 (Å) 3.614
𝜖𝑑 𝑜𝑝−𝑑 𝑜𝑝 (eV) 2.967
𝜎𝑑 𝑜𝑝−𝑑 𝑜𝑝 (Å) 4.909

𝑈𝑑 𝑖𝑝𝑜𝑙 𝑎𝑟 = 1
4𝜋 𝜖0

𝑁𝑝𝑦−1
∑

𝑖=1

𝑁𝑝𝑦
∑

𝑗=𝑖+1

1
𝑅3
𝑖𝑗

[

⃖⃖⃗𝜇𝑖 ⋅ ⃖⃖⃗𝜇𝑖 − 3 ( ⃖⃖⃗𝜇𝑖 ⋅ ⃖⃖⃖⃗𝑟𝑖𝑗 )(⃖⃖⃖⃗𝜇𝑗 ⋅ ⃖⃖⃖⃗𝑟𝑖𝑗 )
𝑅2
𝑖𝑗

]

(A.5)

where R𝑖𝑗 are the distances between the monomers center of mass
nd either monomers in other oligomers or dopants, r𝑖𝑗 are distances

between dopants, 𝑞 and 𝑄 (Tables 1 and A.1) are the monomer and
dopant charges, respectively. The magnitude of monomers’ dipole mo-
ment 𝜇 is given in Table A.1. The second term in Eq. (A.3) is the
current CGFF analytical replacement to our previous [34] dispersion
term [𝐴(𝜎𝑜𝑙 𝑑∕𝑅)9 -𝐵(𝜎𝑜𝑙 𝑑∕𝑅)6] with parameters 𝐴, 𝐵 , 𝜎𝑜𝑙 𝑑 for PPy with
Cl dopants (see Table A.1).

Appendix B. Supplementary information

Supplementary material related to this article can be found online
t https://doi.org/10.1016/j.commatsci.2024.113538.

Data availability

Scripts, codes, databases, and simulation input files underlying this
study are in the openly available [43].
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